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Presentation will cover additional content

Similar as last week, presentation + demo 

(volunteer or direct participation)

MS Teams for comments, questions, etc

SPSS !!!

Before we start 1/2: Info and tools



Before we start 2/2: advice for your 

presentations

3

Send the 2nd draft to the tutors and me

When >1 presenter, assign roles. Maybe 
someone who shares the links in the chat.Ideally
equal presenting times

For the interactive stuff, ensure it works 
flawlessly. Remember some students have a 
class before this one

Long answers can be said instead of written 



➢Data distribution, normal distribution

➢P-values

➢(The additional topic) Calculating one-sample 

t-test and its assumptions with SPSS

➢Q&A

Agenda



Data distribution
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“A data distribution is a function or a listing 

which shows all the possible values (or 

intervals) of the data.” (Stephanie from Statistics How To, 2017) 

“A distribution is a way to see all the 

probable values of our data.” (Me, 2020)

Reference: https://www.statisticshowto.com/data-distribution



Data distribution
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Images Reference: https://medium.com/mytake/understanding-different-types-of-distributions-you-will-encounter-as-a-data-

scientist-27ea4c375eec

There are different types of distributions which can be 

represented on different ways



• A.k.a. Gaussian or Gauss or Laplace–Gauss 

distribution or Bell curve

• Data that produces a normal distribution can be called 

“normal data”

• Normality is a basic assumption/ requirement for 

parametric tests

• We want normal data because we want 

parametric tests!

Normal distribution

(Normal distribution. In Wikipedia. Retrieved December 09, 2019, from https://en.wikipedia.org/wiki/Normal_distribution)



p-value
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https://www.thoughtco.com/definition-of-p-value-1148041

https://en.wikipedia.org/wiki/Student%27s_t-distribution

http://www.r-tutor.com/elementary-statistics/probability-distributions/f-distribution

https://www.thoughtco.com/definition-of-p-value-1148041
https://en.wikipedia.org/wiki/Student's_t-distribution
http://www.r-tutor.com/elementary-statistics/probability-distributions/f-distribution


p-value
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p = result from a statistical test. “Probability”

The smaller it is, the less likely our data is under the 
assumption of the H0

But: When are they “unlikely enough“ (→ accepting H1)?

→ α-level (or, level of significance): 

usually 5% = .05

→ if p ≤ .05: statistically significant result and rejection of 
H0 (which implies acceptance of H1 but not: proof)



p-value: summary
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A p-value is a measure of the probability that an observed difference 
could have occurred just by random chance. That’s why we want p-values 
to be as small as possible.

A p-value indicates evidence against the null hypothesis, indicating the 
probability the null is correct (and the results are random). 

A p-value of ≤ 0.05 is statistically significant. It indicates strong evidence 
against the null hypothesis, as there is less than a 5% probability the null 
is correct (and the results are random). Therefore, we reject the null 
hypothesis, and accept the alternative hypothesis.

However, this does not mean that there is a 95% probability that the 
research hypothesis is true. The p-value is conditional upon the null 
hypothesis being true is unrelated to the truth or falsity of the research 
hypothesis.

https://www.investopedia.com/terms/p/p-value.asp

https://www.simplypsychology.org/p-value.html

https://www.investopedia.com/terms/p/p-value.asp
https://www.simplypsychology.org/p-value.html


Example
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Tsovaltzi, D., Judele, R., Puhl, T., & Weinberger, A. (2015). Scripts, individual preparation and group awareness support 

in the service of learning in Facebook: How does CSCL compare to social networking sites? Computers in Human 

Behavior, 53, 577–592. http://doi.org/10.1016/j.chb.2015.04.067



p = .50

p = .03

p = .27

p = .006

p = .051

Exercise: Significant or not?
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http://www.academiaobs

cura.com/still-not-

significant/
Significant…?
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http://www.academiaobscura.com/still-not-significant/


Exercise: One-sample t-test and the pursue 

of normality
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Have your (VPN and) SPSS ready!

I’ll explain the exercise and then a live demo. 

First the what and why and then the how

Same data and problem as the one presented 

by Homai, Totor and Katarina

I will upload the dataset and output in the 

moodle



Exercise: One-sample t-test and the pursue 

of normality
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T-test family of tests: When you want to find out if 2, 
and only 2, means are statistically significantly 
different

Three members of the t-test family: independent-
samples, repeated-samples, and one-sample

This is a family of parametric tests!

One-sample t-test: when you only got 1 mean 
(from your data collection) that you want to 
compare with a population or hypothetical mean



Problem statement: The brand says their 100 bear bags have an 

average of 50 red bears each.

Research question: Does the 100 gummy bear bag contain, on 

average, 50 red gummy bears?

Hypotheses:

H0: The avg of red bears per bag is 50 → H0: µ = 50

H1: The avg of red bears per bag is different than 50 → H1: µ ≠ 50 

Exercise: One-sample t-test and the pursue 

of normality. Hypothesis time!

17 Source: Group 5 cheatsheet

Quick knowledge check: 

Q: Is our H1 a 

directional or a non-

directional hypothesis?

Quick knowledge check: 

A: It’s a non-directional 

hypothesis



Exercise: One-sample t-test and the pursue 

of normality. Looking for normality
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Before the t-test analysis, we need to ensure our 
data is normal (because t-tests are parametric)

Parametric requirements (or assumptions) for the t-
test:

1. Interval or ratio dependent variable

2. Independence of observations = random sampling

3. Normality

4. No outliers



Assumptions for the t-test:

1. Interval or ratio variable

2. Independence of 

observations = random 

sampling

3. Normality (a.k.a. Normal 

distribution)

4. No outliers

Our experiment:

1. Amount of red bears (we’re 

good)

2. 10 random bags we’re taken 

(we’re good)

3. Testing needed. To be 

determined

4. Testing needed. To be 

determined

Exercise: One-sample t-test and the pursue 

of normality. Looking for normality
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Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Setting up the 

data
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1. Create the variable 

and set it up

2. Add the values 

(observations)



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing

25

We need to divide these 2 

values and the result (i.e. 

the z-value) must be 

between -1.96 and +1.96:

0.243/0.687 = 0.35

We’re good!



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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We need to divide these 2 

values and the result (i.e. 

the z-value) must be 

between -1.96 and +1.96:

-1.589/1.334 = -1.19

We’re good! (x2)



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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For these tests, the H0 is that the data is normally distributed, therefore here 

we want to accept the H0:

Is 0.200 less than 0.05? No!

Is 0.320 less than 0.05? No!

We can keep our H0 and assume the data is normally distributed!

We’re good!



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Data should visually 

approximately

resemble a normal 

distribution curve 

(line added by me)

We’re good!



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Data points should 

be close to the line. 

No outliers are visible

We’re good!



Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Boxplots should be 

symmetrical. 

No outliers are visible

We’re good!



Conclusion: our data is normal and we have 

proof for that!

Then we can use it for a parametric test such 

as the one-sample t-test

So let’s move on with that!

Exercise: One-sample t-test and the pursue of 

normality. Looking for normality: Normality testing
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Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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If our p-value is 0.035, can we accept or reject the H0?

We can reject the H0! (Which implies accepting the H1)

Conclusion: after ensuring the normality of our data, 

we were able to prove that the average amount of 

red gummy bears is (statistically) significantly 

different from the claimed number of 50. Actually, we

get more red gummy bears on each bag!

Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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Possible caveats:

1. True random sampling?

2. Low sample size

Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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Now let’s do it!

Exercise: One-sample t-test and the pursue of normality. 

Looking for normality: One-sample t-test
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Q&A: 

TODAY‘S TOPIC; ERM1 IN GENERAL
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WEBCAMS ON FOR THE GOODBYE
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