
Statistical Significance

P-value   /   α level



Definition
- Statistical significance is used to:

Accept or reject the null hypothesis

- Statistical hypothesis testing is used to determine whether the 

result of a research is statistically significant.

https://www.investopedia.com/terms/n/null_hypothesis.asp


Statistical Significant
(Independent  variable) (Dependent variable)

Input (1)                        Output (1)

Input (2)                         Output (2)

If there is significant difference between results.          We reject H0 

If there is no significant difference between results.         We accept H0 



What is p-value and α level?

P- value : the probability value

α level (= 0.05) sets the limit for keeping or rejecting the H0 



P- value and α level 

- If p ≤ α              there is a relationship between IV and DV  

(reject H0 and assume H1)

- If p > α              there is not any relationship between IV and 

DV (keep the H0)



Example:
IV                                      IV    

M= 100 boxes monthly

H0: M=100 boxes after changing the color

H1: M≠100 boxes after changing the color



Example:
α level = 0.05

If p-value > α                 keep H0

If p-value ≤ α                 reject H0 

0.07

0.03

0.05

0.05
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