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TOSIN



What can the T-test tell you?

The t-test tells us if there is a statistically 
significant difference between the mean 

values of two data set



Dependent and Independent samples

We analyse the mean difference μd We analyse the difference of the means: μ1-μ2 

https://faculty.elgin.edu/dkernler/statistics/ch11/11-2.html



Dependent T-test (within-subjects or repeated-
measures) Statistical test

 Same participants
 Same dependent variable
 Same condition/treatment 

Measured @
Time T1

Measured @
Time T2



Assumptions

 Level of Measurement

• The dependent variable must be continuous (interval/ratio).

 Independence

• The observations are independent of one another.

 Normality

• The dependent variable should be approximately normally distributed.

 Outliers

• The dependent variable should not contain any outliers.



Dependent Sample

Research question : Is there a statistically significant difference in graduate 
student’s scores on a statistics assessment before and after participating in a one 
week online statistics workshop.

Ho ; There is no statistically significant  difference  in graduating student scores on a 
statistics assessment before and after participating in a one week online statistics 
workshop

Graduate student
Post-test scores

Graduate student
Pre-test scores

https://www.youtube.com/watch?v=TCqVAtlFhN8



Independent Sample t-test : Data set

Before Treatment After treatment Difference (After-
Before)

4 5 1

1 3 2

3 2 -1

5 2 -3

6 8 2

2 4 2

6 7 1

4 6 2

5 3 -2

6 5 -1

D

D

Where D

D

Mean difference

Standard Deviation

Number of sample

Step 1: Calculate the t-value

https://www.youtube.com/watch?v=TCqVAtlFhN8



Independent Sample t-test :Data set
Step 2 : Use the  t-table to find (cut-off) t

Degree of freedom = N-1
Alpha = 0.05 



Independent Sample t-test :Data set
Step 3 : State result and Conclude

Examine the value in        
relation to the
Critical value 

Reject

Fail to Reject

https://www.youtube.com/watch?v=TCqVAtlFhN8



Independent Sample t-test :Using SPSS
1 Click Analyze > Compare Means > Paired-Samples T Test

https://statistics.laerd.com/spss-
tutorials/dependent-t-test-using-spss-
statistics.php



Independent Sample t-test :Using SPSS
2) Paired-Samples T Test 
dialogue box, as shown below:

https://statistics.laerd.com/spss-tutorials/dependent-t-test-using-spss-statistics.php

3) Transfer the variables JUMP1 
and JUMP2 into the Paired 
Variables: box.



Independent Sample t-test :Using SPSS
4) click on the Options Button button. You will be presented with the Paired-Samples T Test: 
Options dialogue box, as shown below:

https://statistics.laerd.com/spss-tutorials/dependent-t-test-using-spss-statistics.php

5) Click on the Continue button. You will be returned to the Paired-Samples T Test dialogue box.
6) Click on the OK button.



Interpretation



Interpretation
How to report the result of a dependent t-test

t (df) = t value, p = p value
t(9) = -0.380, P = 0.713
Since P value is greater than the alpha(0.05)
Hence, we fail to reject the Null hypotheses



Effect Size

An effect size is simply an objective and standardized 
measure of the magnitude of observed effect 
(Field,2005a,2005b)

 Effect size is a quantitative measure of the strength of a phenomenon

 Effect size emphasizes the size of the difference or relationship  

Mean difference in T-test (Use Cohen’s D)
d = 0.2small, d = 0.5 medium, d = 0.8 large

Mean difference in ANOVA
d = 0.01 small, d = 0.06 medium, d = 0.8 large 



Effect Size
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Cohen’s (1988) Convention
0.2 = Small effect
0.5 = Medium effect
0.8 = Large effect

D = .03/2.50
= 0.12 ( Small effect)



Repeated Measures ANOVA

An ANOVA with repeated measures is used to compare three or 
more group means where the participants are the same in each 
group. This usually occurs in two situations: 

(1) When participants are measured multiple times to see changes to 
an intervention; or

(2) When participants are subjected to more than one condition/trial 
and the response to each of these conditions wants to be 
compared.



Repeated Measures ANOVA

Measure variable A
(e.g. blood pressure)

Level 1 Level 2 Level 3

The same people are in the Grouphttps://statistics.laerd.com/statistical-guides/repeated-measures-anova-
statistical-guide.php

Measure variable A
(e.g. blood pressure)

Measure variable A
(e.g. blood pressure)



Assumptions

 Dependent variable should be measured at the continuous level 

 Independent variable should consist of at least two categorical, "related 
groups" or "matched pairs".

 There should be no significant outliers in the related groups

 The distribution of the dependent variable in the two or more related groups 
should be approximately normally distributed

 Sphericity. 

https://www.spss-tutorials.com/spss-repeated-measures-anova/



Assumption of Sphericity
• Assumption of sphericity can be likened to the assumption of homogeneity 

of variance (Field, 2009)

• Sphericity refers to the equality of variances of the differences between 
treatment conditions

What is the effect of violating sphericity?
• It leads to loss of power.( Increased probability of type II error)

Accessing the degree of departure from sphericity
• Mauchly’s test

https://en.wikipedia.org/wiki/Mauchly%27s_sphericity_test http://www.pc.rhul.ac.uk/staff/J.Larsson/teaching/pdfs/repeatedmeasures.pdf



Researchers want to test a new anti-anxiety medication. They measure the anxiety of 7 
participants three times: once before taking the medication, once one week after taking the 
medication, and once two weeks after taking medication. Anxiety is rated on a scale of 1-
10,with 10 being ”high anxiety” and 1 being “low anxiety”. Are there any difference between 
the three condition using significant level 0.05=ߙ?

Repeated Measures ANOVA in SPSS

Participants Before Week 1 Week 2

1 9 7 4

2 8 6 3

3 7 6 2

4 8 7 3

5 8 8 4

6 9 7 3

7 8 6 2

https://www.youtube.com/watch?v=VPB3xrsFl4o



Null Hypothesis : There is no significant changes in anxiety level of participants before taking 
the medication once, one week after taking the medication once, and two weeks after  taking the 
medication once.

Variables:
Independent variable:
Time 1( Before taking the medication once)
Time 2(One week after taking the medication once)
Time 3(Two weeks after taking the medication once)

Dependent variable:
Participant’s level of anxiety

level 0.05=ߙ

Repeated Measures ANOVA in SPSS



Repeated Measures ANOVA in SPSS

https://www.spss-tutorials.com/spss-repeated-measures-anova/

Independent variable

Number of times IV has 
been measured

Dependent variable



Repeated Measures ANOVA in SPSS

https://www.spss-tutorials.com/spss-repeated-measures-anova/

Transfer variables into the 
within subjects variable box

Click options 



Repeated Measures ANOVA in SPSS

https://www.spss-tutorials.com/spss-repeated-measures-anova/

Transfer the factor "time’’
Into display box 

Tick descriptive 
statistics and 
estimate of effect 
size



Interpretation

As a rule of thumb, sphericity is assumed if Sig. > 0.05. 



Interpretation

F(dftime, dferror) = F-value, p = p-value
The Tests of Within-Subjects Effects is our core output. 
Our p-value, Sig. = .000. 
Difference between the mean is statistically significant : F(2,12) =222.00, p=0.000 η2= 0.974 



Results
A one way repeated measured analysis of variance (ANOVA) was 
conducted to evaluate the null hypothesis that there is no change in 
participant’s reaction to anti anxiety medication when measured 
before taking medications, once one week after taking medications 
and once two weeks after taking medication. In a group consisting  of 
7 participants (N=7).

The results of the ANOVA indicated a significant reaction, 
F(2,12) = 222.00,  P<0.05, η2= 0.974 thus there is a significant 
evidence to reject the null hypothesis.   
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