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The complex Ginzburg-Landau equation (CGLE), probably the most celebrated nonlinear equation in physics,
describes generically the dynamics of oscillating, spatially extended systems close to the onset of oscillations. Using
symmetry arguments, this article gives an easy access to this equation and an introduction into the rich spatio-
temporal behaviour it describes. Starting out from the familiar linear oscillator, we first show how the generic model
for an individual nonlinear oscillator, the so-called Stuart-Landau equation, can be derived from symmetry
arguments. Then, we extend our symmetry considerations to spatially extended systems, arriving at the CGLE. A
comparison of diffusively coupled linear and nonlinear oscillators makes apparent the source of instability in the
latter systems. A concise survey of the most typical patterns in 1D and 2D is given. Finally, more recent extensions of
the CGLE are discussed that comprise external, time-periodic forcing as well as nonlocal and global spatial coupling.
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1. Introduction

Oscillations are abundant in nature as well as in man-
made systems and devices. When studying physics, one
of the first concepts introduced is that of the linear,
harmonic oscillator. It is appreciated that all systems
exhibiting harmonic oscillations are governed by the
same differential equation; only the interpretation of
the equation’s parameter, here the eigenfrequency of
the system, changes. Nonlinear oscillators, which
appear in all disciplines of natural sciences, are just
as important as harmonic oscillations in linear physics.
To name three examples, our life depends on stable
oscillations of the heart; Josephson junctions, which
are physical devices with large technological potential,
generate voltage oscillations of an enormously high
frequency; and concentrations of species during a
chemical reaction might oscillate in time, as is the case
in the famous Belousov—Zhabotinsky reaction. A
decisive difference from linear oscillations is seen in
their response to a small perturbation. When a linear
oscillator is given a small ‘kick’, it simply oscillates
with a different amplitude. In contrast, the amplitude
of nonlinear oscillators is self-regulating: any pertur-
bation away from the stable oscillation in phase space
decays with time, the system relaxing back to the same
region in phase space. Close to the onset of oscilla-
tions, also all nonlinear oscillators can be described by
a universal mathematical model, the so-called Stuart—

Landau equation, which is an ordinary differential
equation of a complex order parameter.

The Stuart-Landau equation describes a single
oscillator. Already from the examples mentioned
above it becomes obvious that this description must
be insufficient when dealing with a spatially extended
system. Consider, for example, the Belousov—Zhabo-
tinsky reaction carried out in a Petri dish where forced
mixing of the solution is absent. Then, each small
region — or point — in the Petri dish can be viewed as an
oscillator, and the entire oscillating medium as being
composed of infinitely many oscillators which are
coupled by diffusion of the chemical species. As a
result of the spatial coupling of the oscillators, a wealth
of spatio-temporal patterns might form, ranging from
regular plane waves to highly turbulent behaviour. An
example of turbulent patterns which were observed
during the catalytic CO oxidation on a Pt(110) surface
are depicted in Figure 1.

When considering the two examples mentioned
in the last paragraph, we see that the evolution
equations governing the spatio-temporal dynamics of
an oscillatory medium as obtained from physical laws
can be cast in the form of a reaction diffusion (RD)
equation

dy

5 =S+ DVZy. (1)
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Figure 1. Chemical turbulence in catalytic CO oxidation on Pt(110). () PEEM image of size 275 x 275 um?>. (b) Phase and (c)
amplitude representations of («) with zooms of selected regions indicated by rectangular boxes. The images are coded in a linear
grey-scale colour table, where white (black) denotes high (low) values of the respective quantity. In the zoom in (b), the locations
of topological defects are marked with the symbols + and —, according to their topological charge (taken from [1]). Reproduced
figure with permission from C. Beta, A.S. Mikhailov, H.H. Rotermund, and G. Ertl, Europhys. Lett. 75 (2006), p. 868. Copyright

(2006), IOP Publishing.

Here y is a vector containing the dynamical
variables, f(y) is a (generally nonlinear) vector function
of the dynamical variables, which describes the local
oscillator, D is a diffusion matrix, often assumed to be
diagonal, and the Laplacian on the r.h.s. acts on space.
An RD equation contains many parameters that are
specific to each system, as are the functions f{y). Hence,
on this level of mathematical description, the possibility
of making general predictions of pattern formation in
oscillatory media is very limited. However, as Kuramoto
[2] showed, all RD equations with a reaction dynamics
close to the onset of oscillations, can be mapped to a
universal model with a great predictive power, the
complex Ginzburg-Landau equation (CGLE). Roughly
speaking, one can say that the CGLE describes Stuart—
Landau oscillators which are diffusively coupled.

In fact, the applicability of the CGLE goes far
beyond RD systems. It was first derived by Newell and
Whitehead in 1969 [3] when modelling the onset of
instability in fluid convection problems. In these situa-
tions, at some critical value p. of a control parameter u
that can be tuned experimentally, a spatially homo-
geneous steady state loses stability to oscillations
whose frequency w, and wavelength can be understood
in terms of a linearised equation. Newell and White-
head found that when nonlinear effects are included,
these oscillations are modulated over long time and
space scales by a quantity W that plays a role of a
complex order parameter. In fact, the complex Ginz-
burg-Landau equation arises generically in fluid
dynamics, as shown by Stewartson and Stuart in
1971 in the context of plane Poiseuille flow [4]. A
number of reviews and important works have ap-
peared during the last two decades, showing the
generality of the CGLE in many physical situations
at all scales [5-10]. Introductory works to the subject
can also be found in [11-15].

The goal of this article is to give a concise and easily
accessible ‘primer’ to the CGLE which should bring the

reader to the state of being able to understand original
research papers. In the next section, starting from the
simple harmonic oscillator we derive the Stuart-Landau
equation (SLE) from symmetry arguments. The SLE
describes in general one nonlinear oscillator, or a
spatially extended system like in Equation (1) when
coupled so strongly that the entire medium oscillates in
synchrony. Then, we add diffusion to our considera-
tions, again first to a linear oscillator and then to the
SLE. We thus arrive at the CGLE which corresponds to
a spatially extended field of Stuart-Landau oscillators
which are coupled through diffusion. In the third part we
discuss the basic solution of the CGLE in 1D and 2D.
The last two sections consider two extensions of the
CGLE, namely external resonant forcing of the oscilla-
tor and nonlocal spatial coupling. It is the aim of this
paper to show how symmetry reasoning allows us to
understand both the SLE and the CGLE, as well as its
extensions, in a general way.

2. The linear harmonic oscillator and the rotation
symmetry in the complex plane

As already mentioned, the harmonic oscillator is a
universal model for many systems in nature when they
are subject to oscillations of small amplitude. The ones
in Figure 2 are well known examples: a simple pen-
dulum, a spring with low elongation, an LC electrical
circuit. The universality of such a mathematical model,
and the quantities involved in it, such as amplitude and
frequency of the oscillations, take specific forms
depending on the physical system under consideration.
So, for a simple mathematical pendulum, the angular
frequency w, is given by (g/f)'*, where ¢ is the
pendulum’s length and g is the constant of gravity;
for a spring, the frequency is given by (k/m)"/?, where k
is the spring’s constant and m the mass attached to it;
while for an LC circuit the frequency is given by (1/
LC)'?, where L and C are the inductance and the
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capacitance, respectively. Mathematical considerations
of a general model such as the simple harmonic
oscillator thus elucidate the dynamical behaviour of a
wide variety of systems which can be mapped to such a
class of model. In general, the dynamics of a linear
harmonic oscillator of amplitude R, phase ¢ and
angular frequency o can be described in polar
coordinates as

R=0,
¢ = . (2)

These two equations can easily be integrated to give
R =Ry and ¢ = wot + ¢9, where Ry and ¢, are
integration constants specifying the initial amplitude
and phase of the oscillations, respectively. If we de-
fine the complex valued quantity W = |[W|exp (ip) =
R exp (i¢) we can write Equations (2) as

Taking the time derivative of both sides of the
latter equation and using it to replace W, we obtain
the second-order differential equation for the simple
harmonic oscillator W= —w?W. It is clear that
Equation (3) is rotationally invariant, i.e. if y is an
arbitrary real number, then the change

W — W exp (iy) 4)

leaves Equation (3) unchanged.

We can understand this rotation symmetry in the
complex plane by looking at the dynamics of the linear
harmonic oscillator more closely. The Hamiltonian H
of the latter can be written generally as

r L 55
H:% + 3 MO = E, (5)

(a) )

©

Figure 2. Examples of systems well described by the simple
harmonic oscillator: (a¢) mathematical pendulum; () spring
under small elongation; (¢) an LC electrical circuit.

where ¢ and p denote the position and momentum
coordinates, respectively, and m is the mass. The total
energy E of the system is conserved and equal to the
Hamiltonian. The trajectories in the phase plane,
specified by the pair (¢, p), can be directly plotted
from Equation (5) and correspond to concentric
ellipses. We can rescale the Hamiltonian by introdu-
cing the changes ¢ — g/m'? and p — m'?p, so that it
reads as a linear harmonic oscillator with unit mass

1
H r +-wig* = E. (6)

—2 72

It is now to be noted that this equation specifies
concentric circles in the plane (wyq, p) with radius
(2E)"? (see Figure 3 where the loci of two different
trajectories are plotted for two different values of the
energy, E, > E;). The equations of motion are then
given by

. OH

q 8717 =P (7)
. OH
p= _8_q: —wéq. (8)

It is clear from these equations and from Figure 3,
that when |¢g| increases |p| decreases and, conversely,
when |¢| decreases, |p| increases. On the phase plane,
we can deﬁne now the complex am/phtude W = wyq—
ip = (w3q® + ) Zexp (ig) = exp (i) with ¢ =
arctan(—p/moq). W moves on concentric circum-
ferences of radius (2E)"%. We then recover Equation

A3)

W= woq — ip = wop + iw%q = iwg(woq — ip)= 1wy W,
©)

wa

Figure 3. Trajectories of the harmonic oscillator on phase

space specified by the coordinates (wqyq.,p) for two different
values of the energy E, E; > E;.
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The rotation symmetry, Equation (4), makes
explicit the symmetry of the trajectories on the phase
plane: there is no possible distinction of the system’s
physical behaviour at different phases ¢ regarding
energy. This is a fundamental symmetry property of the
linear harmonic oscillator: the energy of the harmonic
oscillator depends only on the square of the amplitude
of the oscillations (i.e. on |¥|?), but not on the phase.
There are no privileged phases in the system.

3. Introducing the simplest nonlinearity preserving the
rotation symmetry: the Stuart—Landau Equation (SLE)

Considering small amplitude oscillations, we can now
ask what would be the lower nonlinear corrections to
Equation (3) in the amplitude W, while preserving the
phase invariance, Equation (4). Preserving this invar-
iance is important not only when the energy E is
conserved: all autonomous oscillations are invariant
with respect to rotation in phase since none of the
phases is preferred over another one. Since the square
of the modulus of the amplitude is given by |W|* =
WW* we can consider a function f{(W,W*) modifying
Equation (3) so that

W= iwgW + AW, W*). (10)

Now, it is clear that under the transformation
W— Wexp(iy) (W*— W* exp(—iy)) the function
AW, W*) has to satisfy (W exp(iy), W* exp(—iy)) =
fW, W*)exp(iy) so that the exponential factor
containing the phase y can be factored out in Equation
(10). If we expand f{W,W*) in powers of W and W*
(small amplitude oscillations) we find that to the lowest
order of the nonlinearity, in order to satisfy phase
invariance we must have

4/{(W7W*):O‘1W+OCZ|W|2W3 (11)

where both oy = oy, + 10;; and o, = o, + 10y, are
complex numbers. By replacing this form of f{W,W*)
in Equation (10) and switching again to polar co-
ordinates W = R exp(ip) we find

R = O(er + O(21‘R37

. 12
¢ = wo+oq; + OtziRz. ( )

We can now pass to the reference frame rotating
with the frequency of the unmodified linear oscillator
by setting ¢ = ¢ + wyt

R =R+ O(21‘R37
¢ = o + R’

(13)

The r.h.s. of these equations describe the modifica-
tion to the dynamics of the linear oscillator introduced
by the nonlinear function f{W,W*) in Equation (10). If
we think of the parameters o and o, as some quantities
that can be switched on to have a finite nonvanishing
value, we see that the nonlinearity will drive the linear
oscillator from an amplitude Ry as we obtained from
Equation (2) to a stationary value of the amplitude RS
that can be either 0 or (—oy,/ ocz,.)l/ 2. These values are
obtained by setting R = 0 in Equations (13). To have
sustained oscillations under the effect of the non-
lincarity we therefore require that the state with
R®Y = (—oy,/ an,)"/? exists and is stable. The existence
of this state is guaranteed if «;, and «,, have opposite
signs. The stability requires that any perturbation u
around this state R = R®Y + u does not grow with
time. The dynamics of the perturbation is given from
Equation (13) by

i = (o0, + 300, RV u = —201,u (14)

and this implies that the state with stationary
nonvanishing amplitude will be stable if «;, > 0 since
in such a case any perturbation will decay exponen-
tially. Therefore, we pick o, < 0. The stability of the
state RV = 0 is the opposite and requires o;, < 0.
Exactly at o;. = 0 we have a linear oscillator if we
neglect the cubic and the quadratic terms in Equation
(13). In the rest of this paper we will work in a limit
where the character of the nonlinearity, which, as can
be understood from the preceding analysis, is switched
on by o, is weak. We introduce then the small
parameter yu and define o, = po (with oy > 0) and o,
= puw;. Since o, < 0 we also define ap. =-—g,
(g > 0) and an; = —g; (which can be either positive
or negative). With all these redefinitions, Equations
(13) now read

R=poR—g,R>,
¢ = pwy — iR,

(15)
Starting from a state with a vanishingly small amp-
litude R, it will grow exponentially as ~exp(ua;?), but
then it will saturate at a value (uo,/g,)"? owing to the
presence of the cubic term. The parameter g; controls
the strength of the nonlinear effects of the amplitude
on the frequency of the oscillations. If we switch again
to the complex plane R exp (ip) — W, we finally have

W = (o) + i)W — (g, +ig) | WI*W. (16)

This is the so-called Stuart-Landau equation,
which constitutes a universal model for oscillators
with a weak nonlinearity. Foru = 0,g., =0and g; =0
the linear oscillator of frequency wy is recovered (in a
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rotating reference frame moving with the frequency of
the oscillator so that W =0). When u < 0 the
oscillations are damped and W —0 as r— oo, and
when ¢ > 0, the system is driven to regular oscillations
with an absolute value of the complex amplitude
|W| = (uo1/g,)'"? and frequency wo + p(w; —g01/g,).
Hence, when p crosses zero, the dynamics changes
from a stable fixed point (and no sustained oscilla-
tions) to a stable oscillatory regime. This scenario
corresponds to what is called a supercritical Hopf
bifurcation (see Figure 4). The Stuart-Landau equa-
tion is a universal model for oscillators close to this
bifurcation. Looking again at Equation (15) we can get
some insight into the meaning of the parameters. In
the oscillatory region, po; is the characteristic rate
with which the oscillation amplitude grows from
the unstable fixed point. This growth is the slower
the closer we are to the Hopf bifurcation. Also the
departure of the frequency of the oscillation from the
eigenfrequency of the underlying linear oscillator at
1 = 0 increases with the distance to the Hopf bifurca-
tion and with the amplitude of the oscillator.
As a specific example, let us consider the dynamics
given by y = (y1,)2) as
i=—r+nile= 07+
2=+l = (0 + ).

(17)

Introducing the polar coordinates (r,0) so that

y; =r cosb,

(18)

Y2 =rsin0,

nA

P,

Figure 4. Supercritical Hopf bifurcation. For u < 0, the
steady state (0,0) (on the u axis) is stable and the trajectory of
a neighbouring point A4 is a stable spiral. For g > 0 the state
(0,0) is no longer stable and a neighbouring point B develops
an unstable spiral converging to a limit cycle. The same
applies to a point C far away from the stationary state. The
limit cycle is an attractor for all trajectories when u > 0 .

the dynamics can be written, after some algebra, as
. 2
F= ),

0=1, (19)

which has clearly the form of Equations (15) with
=g =1, w; =1/u and g, =0. The system has
clearly a supercritical Hopf bifurcation at u = 0. In
this specific case, the frequency depends neither on
the distance to the Hopf bifurcation nor on the
amplitude.

4. Spatially extended systems: the complex
Ginzburg-Landau equation

Let us now consider a spatially extended system, where
at each point x there is a physical property that
presents oscillations, say concentrations of chemical
species. In the following, we will confine our discussion
to 1D systems for simplicity. The complex amplitude
W(x,t) at each point can be thought to represent in a
general way the dynamical state of the system. Let us
first consider a case where the local dynamics
corresponds to simple (linear) harmonic oscillators.
When there exist spatial heterogeneities in the complex
amplitude, diffusion will work to homogenise the
system, both in the absolute value and in its phase.
We can see this if we add a diffusion term to Equation

(3)
W = iwgW + DO*W, (20)

where D = d, + id; is a complex constant and we have
now a partial differential equation because of both the
time and spatial dependence of . The meaning of the
complex diffusion coefficient should be clear if we
think that the complex order parameter W(x,f)
contains information both on the (real) amplitude
and the (real) phase of an oscillatory physical quantity.
Diffusion tends to homogenise spatial gradients of
such an oscillatory quantity. If we think that at a
given point x the concentration of a chemical
oscillates in time and that the oscillatory state is
fully described by the complex order parameter
W(x,t), diffusion will work so as to smooth any
spatial gradient in phase and amplitude. Otherwise,
there would always exist a gradient in chemical
concentrations when |W(x,t)| = |W(x',1)] but ¢(x,1)
£ ¢(¥',1), or when ¢(x,1) = d(x',r) but |W(x,1)| #
|[W(x',t)]. The complex diffusion coefficient can be
derived from the physical diffusion coefficient (a real
quantity) through a one to one correspondence when
one passes to the reference frame of the oscillatory
complex quantity W(x.r).
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When all points have the same value of W (the
homogeneous situation) the whole spatial system
oscillates synchronously and Equation (3) represents
both, the oscillatory behaviour at each point in space
and the ‘bulk’ collective oscillation (since the distribu-
tion of the complex amplitude is homogeneous, the
diffusion term vanishes in Equation (20)). For further
analysis, and without loss of generality, let us consider
a ring of length L as the spatial geometry. It is clear
then that the complex amplitude must satisfy W(x,r) =
W(x + L,t) and any solution should satisfy this
requirement. Hence, we can expand the general
solution for the complex amplitude in Fourier series
in the following way

+00

W(x, )= Y Wi)exp (i2nnx/L),  (21)

n=—00

which clearly is invariant upon a translation x — x +
L. The mode n = 0 corresponds to the homogeneous
situation. Each Fourier mode corresponds to a
different solution periodic in space with wavenumber
q = 2nn/L. The time evolution of its complex ampli-
tude can be calculated if we insert Equation (21) into
Equation (20). Then, we obtain the evolution equa-
tions of the amplitude of the mode n

. 2mn\ 2
oW, = iweW, — (%”) DW,, (22)

which can be readily integrated to give

W,(t) = W,(0) exp

_ (2™ 2al,,t exp (iw,1), (23)
()]

where w,, = wo—(2nn/L)2d,~. All Fourier modes with
n # 0 will be damped and, in the long time limit, only
the homogeneous mode, corresponding to bulk oscilla-
tions with frequency wg, will survive in the general
solution of Equation (20). Fourier modes with shorter
wavelengths, i.e. with n large, are more strongly
damped than those with n small.

Let us now turn to Stuart-Landau oscillators,
adding a diffusion term. Equation (16) is then modified
as

OW = (o) +iw) W — (g +ig) W] W + (d, +id) 0} W,
(24)

where D = (d,. + id;) is the complex diffusion coeffi-
cient. Equation (24) is the Complex Ginzburg-Landau
equation. If we consider a situation where we can
neglect the cubic term (small amplitude W) and we
insert Equation (21) in Equation (24) we have

oW, ~ o‘—zﬂzd—kiw—zﬂzd W,
tWn =~ | U0 2 r 1 I i ns

(25)

which can be integrated (being an approximation for
all times at which W, remains small) as

W, (1) = W,(0) exp l(,uol — (Z%n) 2d,.> l} exp (iwyt),

(26)

where w, = w;—(2nn/L)*d;. Since u and o, are posi-
tive, it is clear that the homogeneous mode n = 0 will
grow exponentially until the cubic term in Equation
(24) becomes relevant. Other Fourier modes with n # 0
relevant to the dynamics in the long time limit will be
those for which

2nn\ 2
HO |1 — T dr > 0. (27)

For sufficiently large system length L there will be a
band of Fourier modes with long wavelengths which
satisfy this inequality. These modes will grow expo-
nentially and exchange energy until the cubic term
makes them saturate. Yet this requires further analysis
since the behaviour of the cubic term couples the
Fourier modes in a complicated way and spatiotem-
poral pattern formation can take place where combi-
nations of Fourier modes become active in the pattern,
breaking certain symmetries. This is the interesting fact
about amplitude equations: its close relationship with
dynamical orders, specified by the groups of Fourier
modes that become active in pattern formation. For
sufficiently high n, however, the latter inequality will
not hold and the Fourier modes will be damped as in
Equation (26). In the limit L — 0, the Stuart-Landau
equation is recovered, since only the homogeneous
mode will be able to grow, the mode with n =1
already violating the inequality Equation (27). Note
that L?/d, is the time a species with diffusion coefficient
d. needs to propagate over a distance L. Thus,
Equation (27) compares the characteristic reaction
and diffusion times. When uoyL?/d, > 1 a thick band
of relevant Fourier modes with long wavelengths will
be significant to the dynamics. The latter slowly
modulate the homogeneous profile. The reaction time
becomes smaller as we depart from the Hopf bifurca-
tion and the diffusion time decreases as the system
length is increased.

Assuming that u is positive (i.e. that we are in the
oscillatory regime) we can cast Equation (24) in a more
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elegant way. When scaling time to the characteristic
reaction time, space to the characteristic diffusion
length (corresponding to the reaction time) and the
modulus of the amplitude to the radius of the limit
cycle, i.e. introducing the following transformations

; L\ 12
t—— x— (—') x
poy uoy

1 (28)
naq /2 .
W — (g > exp (iwt/o)) W
and defining
1 = % Cy) = fT: (29)

Equation (24) becomes
W =W — (1 +ic)|WPW + (1 +ic))3*W,  (30)

where we also moved to a frame rotating with w;/g;. In
this form, the parameter pu is scaled out and, besides the
system length L only two parameters, ¢; and c¢,, are
present. The latter may be calculated by the nonlinear
function of the homogeneous dynamics f{y) in Equation
(1). The advantage of this equation is its generality:
regardless of the number of parameters and scalar
equations contained in Equation (1), the dynamics is
universal at the onset of oscillatory behaviour and can be
mapped onto the CGLE Equation (30). Only two
parameters ¢; and ¢, lump together all the parameters
entering in the homogeneous dynamics and the diffusion
term in Equation (1) and are essential to describe the
universal dynamics close to the bifurcation.

At the onset of oscillatory behaviour, one can
expand the solution y of the general reaction-diffusion
system Equation (1) in powers of (1 — c)'/?. We assume
for simplicity, but without lack of generality, that u. = 0
in all the following. The solution y to order zero in u'?
gives the location of the fixed-point. At order x'? the
solution behaves as an harmonic oscillation that is a
linear combination of the order parameter W and its
complex conjugate W* which depends both on a slow
time scale ~ u'/?¢ and a slow spatial scale ~ u'*x i.e.

W' Pt 1% x) exp (imot) + W* (%1, 1> x) exp (—iwpot).

(31)

At order p, the solution y is also oscillatory and
depends on the second harmonic of the base oscillation

w

q 7(1 7i62)

8r<wi’> - <—(1 Fics) = (1 +ier)g

and contains terms oc W2exp (2iwg 1), o< W*2exp (—2i
wy t) and | W|2. Thus, the solution of the CGLE, Equation
(30), gives the dependence of the order parameter W
(and hence of its complex conjugate as well) on x and .

5. Solutions of the CGLE. Linear stability analysis of
the uniform oscillation

The CGLE has plane waves as specific solutions

Wo = agexp [i(wot + Ox)] (32)

with
jagl =1 -0, (33)
wg = —c2+ (2 —¢1)0%, (34)

where Q is the wavenumber of the plane wave. This
can be easily checked by substituting Equation (32)
into Equation (30). Plane waves are stable over wide
parameter ranges in the ¢; — ¢, parameter space. There
are also regions of multistability, where a certain
number of plane waves are, each of them individually,
stable. In such situations, the stationary state that is
reached depends on the initial condition.

The stability of the uniform oscillation (Q = 0,
|ag| = 1, wg =—c¢») can be studied by perturbing the
CGLE [2]. Inserting W = [l + w(x, )]exp (iwpt) in
Equation (30), and neglecting terms in the perturba-
tion ~ww, ~ww*, ~w*w* (the asterisk denotes
complex conjugation) from second order on, we
obtain

Ow = —(1+ica)[w+w] + (1 +icy)0?w. (35)

If we carry the Fourier transform of the latter
equation in the spatial dimension, we obtain, for the
mode with wavenumber g = 2zn/L, again assuming
periodic boundary conditions, we get

Owy = —(1 +ica)wy +wy]—(1 + ic)q’wg,  (36)

where w, and w(*] are the Fourier transforms of w and
wx, respectively. By taking the complex conjugate of

Equation (36) we obtain

Owy= —(1 —ica)wy +wy] — (1 - icl)qzwj;. (37)

We can write Equations (36) and (37) in matrix
form as

—(1 +ic) "
—(1—ic) — (1?* iCl)qz) <WZ)' o
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The diagonalisation of the matrix on the r.h.s.
yields a quadratic characteristic equation whose
solution are the eigenvalues

H=—(1+¢)

{1+ cD)g* +2(1+ c1e2)] 12
x{li(l— 1(1+q2) ) . (39)

When both eigenvalues are negative, for all Fourier
modes any perturbation w is damped exponentially
and the uniform oscillation is stable. When, however,
any of the eigenvalues is positive for some ¢, the
perturbations w,, w, grow exponentially and a pattern
emerges formed by inhomogeneities corresponding to
such Fourier modes. (It is to be noted that the
perturbations cannot grow indefinitely because of the
nonlinear term in the CGLE.) The uniform oscillation
then becomes unstable in such cases. Hence, to have an
instability, the following condition then needs to be
satisfied

I +cren <0. (40)

Otherwise, both eigenvalues in Equation (39) are
negative. When, however, the latter condition holds, a
band of unstable wavenumbers emerges and destabi-
lises the uniform oscillation. Using Equation (39) we
see that this band lies in the range

21 +C1cz|>1/2

41
1+t (41)

0<|q|<(

The curve 1 + c¢j¢c, =0 in the ¢;—c¢, parameter
plane is the so-called Benjamin—Feir line and marks

IWI

200

Figure 5.
phase turbulence: ¢; = —4, ¢, = 0.5.

the border between regions where the uniform
oscillation is linearly stable and unstable. The
patterns that emerge in the unstable region are
very interesting and justify the status of the CGLE
in studying complex behaviour.

In Figure 5, the spatiotemporal evolution of the
absolute value || of the complex amplitude and of
the phase are plotted in a situation where 1 + ¢j¢; <0,
i.e. where the instability is weak and only long
wavenumbers are present, as given by Equation (41).
We observe that, while || ~ 1 for almost all times
and spatial locations, the phase experiences modula-
tions that are turbulent: the uniform oscillation is
destabilised and although the order parameter oscil-
lates at each point in a manner that resembles the
uniform oscillation (since the amplitude is almost
uniform), the oscillators are no longer in phase. This
situation is called phase turbulence.

In Figure 6, the spatiotemporal evolution of |WW]
and of the phase are plotted for a situation deeper in
the unstable regime, ie. 1+ c¢jco < 0. Now, the
amplitude is distributed very inhomogeneously and
can even vanish at certain points. When this happens, a
jump in the phase occurs. The spatial distribution of
the phase is discontinuous since there are points where
the amplitude goes to zero, the phase no longer being
defined. This can be understood from the definition of
the phase ¢

Im W(x,1)

t =—¥<
NP = e W(x,1)’

(42)

where Im W and Re W denote the imaginary and
the real parts of the amplitude, respectively. When a
defect occurs at a point x, at a given time #, both

-?00 -50 0 50 100

Spatiotemporal evolution of the absolute value | W] of the complex amplitude (left) and phase (right) in a situation of
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Im W =0 and Re W = 0 and we have, furthermore,
in general

. Im W(x,1) Im W(x,1)

I ey ” M R,y Y

Since the limits approaching x, from the right and
from the left do not coincide on a defect, the phase
experiences a discontinuity, and the lines of constant
phase are broken. These discontinuities can be clearly
seen in Figure 6 (right) as open ends of constant phase
lines. This kind of turbulent behaviour is called defect
turbulence and contrasts with the above described
phase turbulence. In the latter there are no

discontinuities in the phase since W(x, ) ~ 1 for all x
and ¢ and the phase is therefore a continuous and
well-defined function at every point.

Although the above linear stability analysis of the
uniform oscillation gives a necessary condition for
stability, there may be other stable plane wave
solutions and chaotic behaviour may be also found
even when 1+ ¢j¢; > 0 over broad regions in para-
meter space. In Figure 7 a situation of so-called
spatiotemporal chaos [16] is shown for parameter
values where the linear stability analysis predicts
indeed that the uniform solution is stable. Broad
regions of high amplitude of triangular shape are

Figure 6. Spatiotemporal evolution of the absolute value || of the complex amplitude (left) and phase (right) in a situation of

defect turbulence: ¢; = —4, ¢, = 1.

-900 -50 0 50 100

Figure 7. Spatiotemporal evolution of the absolute value | 7| of the complex amplitude (left) and phase (right) in a situation of

spatiotemporal chaos: ¢; =0, ¢; = —3.
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irregularly interrupted by regions which are rich in
amplitude defects.

In all the above description we have always
discussed the one-dimensional CGLE. Of course, the
results can be extended to two and three spatial
dimensions. There, also defect turbulence and spatio-
temporal chaos are present. In Figure 8 we show for a
rectangular domain (periodic boundary conditions are
considered) and for parameter values ¢; =0 and
¢ = 1 the spatial distribution of || and phase on
the rectangle after a long iteration time. Twelve defects
are observed on an, otherwise, homogeneous back-
ground of high amplitude. The defects determine
centres of spirals, where the continuity of the phase
distribution is broken, analogously to the 1D case.
Each defect is characterised by a topological charge,
which corresponds to the circulation of the gradient
of the phase on a closed contour that contains the
defect

Migp = %}g V(r,t)-ds. (44)

Defects of this kind arise frequently in experiments,
such as the ones we mentioned in the introduction (see
Figure 1(b)). Note that in 2D defects persist in time
while space-time defects in 1D exist only at a par-
ticular instant in time.

Prominent examples of physical experimental
systems to which the CGLE has been applied are
hydrodynamic systems such as electroconvection in
nematic liquid crystals or Rayleigh-Benard systems
[17]. The CGLE was also used in other fields, e.g. to
study the transition from spirals to defect turbulence

IWI

driven by a convective instability in the chemical
Belousov—Zhabotinsky reaction [18] or, in biology, to
model chaotic spirals observed during the chaotic
aggregation of Dictyostelium [19].

6. Breaking phase invariance through an external
resonant forcing

As in the case of a linear oscillator, the need to
understand the response of a nonlinear oscillator to an
external time-periodic driving force is relevant to many
physical situations. This problem is considered in the
following section where we again start our approach
with symmetry arguments.

The phase invariance possessed by the CGLE can
be interpreted as a continuum time translation
symmetry. Since the system oscillates periodically
with (roughly) the main base frequency w, and all
other oscillating terms can be considered as modula-
tions of this trend on a long time scale, a phase shift
transformation Equation (4), can be interpreted as a
displacement in time, with respect to the dynamical
behaviour at a given instant #y,. Let us consider, for
simplicity a state where the uniform oscillation is stable
(for other patterns formed by combinations of Fourier
modes in time the same considerations apply). We can
introduce a time shift transformation as

W = Wy exp (iwgr) — Wy exp [iwg(r + 10)],

45
W — Wexp (iwoto), (45)
which is clearly the same as in Equation (4), W —
Wexp(iy) with y = wotyp. When an external resonant
forcing is introduced [20], i.e. when an external

phase

Figure 8. Spatial distribution of the absolute value || of the complex amplitude (left) and phase (right) obtained after a
transient from the 2D CGLE on a rectangular domain of 76 x 76 size in a situation of spatiotemporal chaos: ¢; = 0, ¢, = 1.
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oscillatory signal with a frequency commensurate to
that of the base frequency is introduced, this con-
tinuum time translation symmetry is broken. The
symmetry in time becomes discrete: the periodicity of
the external signal introduces an additional time scale
that breaks the continuum time symmetry.

Let us denote T, as the period of the external signal
and w, = 2n/T, as its angular frequency. It is clear from
the above, that the continuum time translation symme-
try is broken: a privileged time interval is introduced in
the system through the external forcing and the
behaviour of the oscillatory system is not expected to
be similar at T, and at 7,/2. However, it is clear that at
discrete times that are integer multiples m of the external
period (at times ¢+ m7.) the dynamics must be
invariant, i.e. the resulting equation, incorporating the
external forcing, must have the following invariance

W — Wexp (iweTe/n), (46)

where n is defined from the equation exp (i27n) = exp
(iw.Ty). Of course, the CGLE satisfies this invariance
since it is invariant for arbitrary phase transformations.
However, the CGLE equation modified to incorporate
the external forcing is no longer invariant for arbitrary
phase transformations, but only for the specific phase
transformation in Equation (46). In the following text we
discuss the modification of the CGLE to account for the
continuum time symmetry breaking.

Since the externally introduced forcing resonates
with the homogeneous oscillation, this means, that we
can write [21]

0 = (=), (47)

where n/m is an irreducible integer fraction. The
parameter v, assumed to be small, expresses the
deviation of the forcing from being a rational multiple
of the base frequency w,. Replacing T, = 2n/w, in
Equation (46) we have

W — Wexp (i2n/n). (48)

We can now modify the CGLE by a term h(W, W*)
to account for this invariance and for the symmetry
breaking

OW =W —(1+ic)) |WIPW+ (1 +ic)) > W+ h(W, W*).
(49)

By introducing the transformation in Equation
(48), we can factorise the exponential factor exp (i27/n)
and we obtain

OW =W — (1 +ic)|WIW + (1 +ic)) W
+ h(Wexp (i2n/n),
W*exp (—i2n/n))exp(—i2n/n). (50)

It is to be noted that, since we have simultancously
to break phase invariance for all phase transforma-
tions like that in Equation (4), which do not
correspond to the specific ones in Equation (46), the
simplest form of A(W,W*) satisfying both properties
with the lowest nonlinearity so that

h(Wexp (i2n/n), W* exp (—i2n/n))exp (—i2n/n)
=h(W, W) (51)

is
h(Wa W*) =N W+ n Wjﬁnilv (52)

where y; and 7y, are complex parameters. Since the
frequency is detuned by v compared to the homo-
geneous oscillation of the CGLE and no damping is
introduced through the forcing, it is clear that for the
linear term we have y; = iv. The modified CGLE
accounting for the external resonant forcing has thus
the form

oW =(1+in)W— (1 +ic)|WIW+ (1 +ic)) 2 W
+y, (53)

This equation is known to have n different
stationary solutions which correspond to phase
locked states in which the oscillatory system gets
entrained by the external resonant forcing [21]. We
can see this by replacing W = R exp (i¢) in Equation
(53) with R and ¢ both constant in space and time.
We obtain

R — R4 7y,R" ' cos (ng) =0,

L (54)
VR — ¢ R" ' sin (n¢p) = 0.
Eliminating ¢ in the latter expressions gives
Rz—u2—|— v — ¢ RY)?
=T Oo ekl )

R2(n-2)

Solving the latter expression for R and inserting it
in Equation (54), ¢ gives n different solutions
separated by a phase increment 2n/n [21,22]. These
solutions are all stable in the strong forcing limit. They
are connected spatially through the so-called Ising or
Bloch walls where the absolute value of the complex
amplitude || vanishes or rotates in the complex
plane, respectively. While the former are static, the
latter propagate through space at constant velocity
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[23]. In Figure 9 and 10 the spatiotemporal evolutions
of modulus and phase of the complex amplitude for
the case of » = 3 at high coupling strength are shown.
We observe that, after a transient, the spatial
oscillators cluster at three different phases separated
by 2m/3. The walls separating the cluster domains
move with a constant velocity and, therefore, they
correspond to Bloch walls.

A beautiful example of experiments performed
under a 2:1 external resonant forcing of the Belousov—
Zhabotinsky equation is shown in Figure 11, where,
besides some different kinds of standing and spiral
waves, two-phase cluster domains are observed in two
dimensions [24]. These results can be modelled with an
externally forced CGLE like Equation (53) in two
dimensions with n = 2.

IWI
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7. From local to global through (spatially) nonlocal
coupling. Generalising the CGLE

The CGLE as described above in the previous sections
describes Stuart-Landau oscillators which are coupled
spatially through diffusion. This is a local spatial
coupling where the value of the complex amplitude
W(x,t) at one point x, is related to the ones in its
immediate vicinity through the second spatial derivative
that constitutes the diffusion operator. In nature, other
forms of spatial coupling exist, however, going beyond
the local coupling provided by diffusion. In electro-
chemical systems, for example, the electrostatic potential
makes a nonlocal coupling between points on an
electrode, since the electrostatic force can be felt by a
long range of locations [25]. In multicomponent systems,
where some species diffuse quickly, adiabatic elimination

phase

100

-?00 -50 0 3 50 100 -?OO -50 0 @ 50 100
Figure 9. Spatiotemporal evolution of the absolute value || of the complex amplitude (left) and phase (right) for the externally
forced CGLE: n =3,v=0,7,=2.5¢,= =25, ¢ =1
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Figure 10. Spatial profiles of the modulus and phase of the complex amplitude W, and plot of W on the complex plane for the

parameter values in Figure 9 at time ¢ = 100.
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Figure 11. Different observed patterns in the periodically forced Belousov—Zhabotinsky reaction (taken from [24]), presented
using a rainbow (false) colour map: (¢) unforced rotating spiral wave, (b) rotating spiral wave, (¢) mixed rotating spiral and
standing wave pattern, (d)-(g) qualitatively different standing wave patterns. Patterns (b)—(g) exhibit a 2:1 resonance in the
temporal power spectrum of the pattern. (middle row) The complex Fourier amplitude w for each image: the abscissa is Re w and
the ordinate is Im w. (bottom row) Histograms of phase angles of all the pixels in each image. In (g) the apparition of two
domains with opposite phase (two-phase clusters separated by an Ising wall) is observed. Reproduced figure with permission
from A.L. Lin, M. Bertram, K. Martinez, H.L. Swinney, A. Ardelea, and G.F. Carey, Phys. Rev. Lett. 84 (2000), p. 4240.

Copyright (2000) by the American Physical Society.

may lead to a nonlocal coupling of the remaining species
[26]. Finally, a global coupling of all points in the system
can be introduced by a variety of experimental means.
For example, in certain surface chemical reactions, the
global coupling is produced through interactions with
the gas phase where rapid mixing is realised [27,28].

All forms of spatial coupling such that the resulting
CGLE satisfies translation symmetry W(x,t) — W(x +
Xo,f) can be summarised in a single generalised
nonlocal CGLE, where the diffusion operator is
replaced by an integral operator with a nonlocal kernel
H(|x—x'|), which depends on the distance between two
points x and x’

OW =W —(1+ic2)|WPW + (1 +icy)
« / H(lx — ¥ — W)y, (56)
In the latter expression, the integral extends over
the whole extension of the system of length L. We now
list some specific forms of the kernel and give some

appropriate references. First we note however that
when

H(jx — x']) = 0P (x — x'), (57)

where o(x) is the Dirac delta function (and (2)
denotes its second derivative) the CGLE is recovered

because of a well known property of the delta
function

/5(}1) (x — X)) dx = (=1)" d;f:ﬁf)

Other forms of the integral kernel as introduced
recently (after some rescalings) are

e (chemical systems under global coupling [27-
31))

7exp (ix)

Hix = X)) = 00 (v — ») + L2022,

(58)

where y and y are real parameters. This equation
was successfully employed to describe the experi-
mentally observed turbulent patterns during cataly-
tic CO oxidation on Pt(110) and the control of
turbulence in such situations [32] (see Figure 12).

e (multicomponent systems with a fast diffusive
component with rapid kinetics [26,33-35])

573 EXP (=[x = x| /DY) (59)

with D being the diffusion coefficient of the
inactive species and k a coupling strength.
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e (clectrochemical systems [36,37]) an electrochemical cell [38]. The equation em-
, 7 S(|x—x]) ploying this kernel was shown [36] to predict the
H(|x—x)) :4ﬁ2 sinh?([x(x—x')]/2) + g existence of electrochemical turbulence as found

in the experiments [39] (see Figure 13) and

(60) simulations [40]. Specifically, Equation (60)
where f is a parameter controlling the distance correctly predicts that a large coupling range f§
between the working and the counterelectrode in leads to a lower density of defects. This is

Figure 12. Experimental spatiotemporal patterns observed in experiments with global delayed feedback during the catalytic CO
oxidation on Pt(110) (taken from [32]). Upper row: snapshots of the 2D dynamics; lower row: 1D cross-section indicated above
versus time. (a) Suppression of spiral-wave turbulence; (b) intermittent turbulence.

ring
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(b) <0.50 (d)<0.60 (f)<0.83 _ (b)>0.85 (f)>1.10 (d)>0.75

Figure 13. Experimentally observed spatiotemporal evolution of the electric current through a 1D ring electrode showing a
transition to electrochemical turbulence from an homogeneous oscillatory state. Experiments denoted case 1 on the left were
carried out at large coupling range f§, while those denoted case 2 on the right were carried out with low f (taken from [39]).
Reproduced figure with permission from H. Varela, C. Beta, A. Bonnefont, and K. Krischer, Phys. Rev. Lett. 94 (2005), 174104.
Copyright (2005) by the American Physical Society.
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Figure 14. Spatiotemporal evolution of the modulus of the amplitude || as calculated from Equation (56) with H(x —x’) given

by Equation (60) for ¢; = —1.03, ¢ = 2.68, L =

100, and = 1 (left) and 50 (right). Low | W] : dark. The figures on the right

and on the left compare to Figure 13 (¢) and (f), respectively (taken from [36]). Reproduced figure with permission from V.
Garcia-Morales and K. Krischer, Phys. Rev. Lett. 100 (2008), 054101. Copyright (2008) by the American Physical Society.

observed in Figure 14, where the spatiotemporal
evolution of || for low and high f is plotted on
the left and on the right, respectively. Equation
(60) was also satisfactorily mapped to the
experimental dynamics of the reduction of
I0~* on an Au electrode providing an accurate
prediction of the onset of electrochemical turbu-
lence on that system [30].

e (electrochemical systems under global coupling

[41])

H(jx — x']) i

" 47 sinh’ ([ (x — ')]/2B)
(/L) +6( = ¥)
: .

(61)

This equation (and its version with a nonlinear
global coupling [42]) describes, for example, the
experimentally observed patterns in the H,-
electrooxidation reaction on a Pt ring-electrode
under global coupling [43].

8. Conclusions

The CGLE describes generically many physical situa-
tions where a spatially homogeneous equilibrium state
loses stability to oscillations. Besides the system length,

it depends only on two parameters, and, thus, allows
for the most concise discussion of pattern formation
and instabilities in oscillatory systems. In this article,
only the most basic solutions were discussed. Much of
the knowledge about spatio-temporal disordered,
chaotic states, as in the above examples of phase and
defect turbulence, is due to studies of the CGLE. We
would like to encourage the reader to dive further into
the CGLE and discover the beauty and richness of
pattern formation in oscillatory systems. The article
has not discussed the mathematical technicalities of
how to map an evolution equation based on physical
variables and parameters to the CGLE (see, e.g. [2]).
Rather, our effort has been oriented to show how the
CGLE can be understood by simple symmetry
considerations. Such an understanding of the CGLE
may constitute, in our view, a necessary smooth bridge
between undergraduate Physics and advanced treat-
ments consistent with current research in the CGLE.
Generally, the way of comparing experimental
results on oscillatory spatially extended systems to
the results by the CGLE (or a version of it) is provided
by the Hilbert transform of the experimental data. The
Hilbert transform [44] allows one to convert an
experimentally oscillating physical signal (say, an
oscillating concentration of chemical species) to
amplitude and phase of oscillations. Such a frame
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allows for direct comparison of experiments with
numerical results obtained from the CGLE. This
comparison proves sometimes essential to gain an
understanding and classify the experimentally ob-
served patterns. Although strictly valid only in the
close proximity of the Hopf bifurcation, in the past the
CGLE was shown to give insight in pattern formation
and underlying bifurcations even in situations where
the system was rather far away from the Hopf
bifurcation.
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